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Abstract

Right-wing parties have surged globally, yet explanations rooted in economic insecurity and

cultural backlash cannot fully explain how their grievances become electoral victories. A

critical but underexplored dimension is the dominance of the right in digital political spaces,

shaped by opaque, data-driven strategies. This paper investigates this digital advantage by

analyzing the Bharatiya Janata Party’s (BJP) Facebook ad campaigns in India from 2020 to

2024. Using a novel deep learning approach, I uncover systematic differences in content and

targeting strategies. Compared to their competitors, BJP ads feature distinct visual motifs

and subtle symbolic cues that diverge from overt nationalism, and the party engages in

more intensive microtargeting by tailoring content to specific geographic audiences. Format

matters too: BJP’s image ads emphasize saffron, the lotus, and Modi’s portrait; its video ads

are less distinctive, with fewer party, religious, and flag cues. A proposed survey experiment

tests the persuasive power of these visual elements. Together, the findings shed light on how

right-wing parties utilize opaque digital infrastructures and demonstrate how deep learning

can scale the study of political campaigning in new ways.
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1 Introduction

The contemporary global political landscape is marked by the ascendance of right-wing

movements. In the Global North, this trend is often attributed to broad structural forces such

as economic insecurity and cultural backlash (Inglehart and Norris 2016; Norris and Inglehart

2019; Rodrik 2021). In the Global South, explanations differ, focusing more on uneven

development, selective welfare policies, corruption, and identity-based appeals. Although

the specific conditions differ across regions, what unites them is that they create fertile

ground for right-wing actors to mobilize. A central question is how these actors convert

grievances into durable electoral success.

This paper posits that a critical mechanism is the superior execution of digital political

campaigns. A pattern has emerged wherein right-wing parties demonstrate a disproportion-

ate effectiveness in leveraging social media and digital tools to mobilize supporters and shape

political narratives (Chen et al. 2021; González-Bailón et al. 2022; Huszár et al. 2022). The

central piece, therefore, is not simply why the right is rising, but why it is uniquely adept at

fighting and winning on the digital battlefield.

This brings us to the specific puzzle that motivates this paper. Right-wing parties consis-

tently dominate the online political space. What gives these parties a comparative advantage

in digital campaigning compared to their opposition? This puzzle cannot be fully addressed

with existing approaches. Much of the literature on digital politics relies on textual anal-

ysis, network structures, or disinformation tracing to highlight the advantage of the right

(Huszár et al. 2022; McDonnell and Ondelli 2025; Nikolov, Flammini, and Menczer 2020).

These studies illuminate important dynamics but largely overlook the visual and symbolic

dimensions of digital campaigning, precisely the realm where right-wing movements thrive.

Images, symbols, and design choices circulate with high velocity online, but they remain

methodologically difficult to study at scale. Unlocking this “black box” requires new tools.

The challenge is compounded by the fact that parties’ visual strategies are format-dependent:

the same organization may have different strategies when it comes to video vs image ads.
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This paper introduces such tools. I employ deep learning techniques to inductively ana-

lyze the visual content of online political advertisements. This approach enables large-scale

pattern recognition of symbolic cues, such as national flags, religious motifs, and leader

iconography, that are often invisible to traditional methods. To complement these observa-

tional analyses, I propose a survey experiment that directly tests the persuasive power of

these visuals, providing causal leverage on their political effects.

Focusing on India as a critical case where digital campaigning has reached unprecedented

scale and sophistication, both in terms of market size and organizational investment, this

paper investigates the strategies of the Bharatiya Janata Party (BJP) in comparison to

its competitors. The analysis identifies two mechanisms that distinguish the BJP’s digital

advantage. First, while symbolic motifs appear across Indian political advertising, BJP ad-

vertisements rely more systematically on visuals that signal Hindu identity and belonging,

rather than on broadly secular appeals. Second, although all major parties make use of

geographic targeting, the BJP engages in microtargeting with greater granularity and in-

tensity, tailoring visual content to specific constituencies more aggressively than its rivals.

The results therefore offer two levels of insight: they document which visual strategies are

prevalent across Indian digital campaigns, and they identify what is distinctive about the

BJP’s use of imagery and targeting. Although India is distinctive in scale and context, the

mechanisms identified here provide new grounds for theorizing digital advantage and offer a

framework that can be tested in other settings.

This paper makes three contributions to the study of right-wing politics and political

communication.

First, it revisits the long-standing debate about the impact of campaigns. Classic ac-

counts advanced a “minimal effects” perspective, arguing that campaigns rarely change

minds because partisan loyalties and structural conditions already shape electoral outcomes

(Berelson 1954; Brady and Johnston 2009; Kalla and Broockman 2018). At the same time,

newer work has stressed that campaigns may still matter in specific ways, including mobiliz-
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ing supporters, increasing turnout, or shifting the salience of issues (Druckman 2001; Finkel

1993; Green and Gerber 2019; Hersh 2015). This paper does not claim to resolve this debate.

Instead, it provides evidence that campaigns may function through mechanisms often over-

looked in minimal-effects frameworks, particularly in fragmented media environments where

exposure to political messages is uneven. The analysis suggests that strategic design choices

and the visual grammar of advertisements can create opportunities for parties to amplify

their messages and sharpen symbolic appeals.

Second, the paper highlights how the nature of campaigning has been transformed by

the rise of digital platforms. Earlier modes of campaigning such as television, radio, and

print advertising relied on broadcast communication aimed at mass audiences, with limited

scope for tailoring messages to different groups (Iyengar and Simon 2000; Hersh 2015). These

formats were also more easily observable and subject to clearer regulatory oversight compared

to online spaces. By contrast, contemporary campaigns operate in an environment where

digital platforms enable microtargeting in real time, often with little transparency. Social

media relies heavily on images, videos, and interactive content that spread rapidly across

networks. Research shows that audiovisual formats evoke stronger emotions, travel farther

and faster, and often carry subtle or coded appeals that text cannot easily convey (Albertson

2015; Engesser et al. 2017; Schmid, Schulze, and Drexel 2025). These features provide

parties with new tools to connect with audiences while obscuring meaning from outsiders

or regulators. By examining visual and symbolic strategies in digital advertising, this paper

draws attention to a critical but underexplored aspect of campaigning that could be central

to how right-wing movements gain traction in the contemporary media environment.

Third, the paper makes a methodological contribution. Much of the existing literature

on digital politics relies on text-based analysis, network structures, or targeting strategies

to understand how parties communicate online (Huszár et al. 2022; Nikolov, Flammini, and

Menczer 2020; Votta et al. 2024). While these approaches reveal important dynamics, they

rarely capture the visual dimension of political communication, which is precisely where
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right-wing parties have been most innovative. To address this gap, I apply deep learning

methods to systematically analyze the visual content of more than 54,000 Facebook ads

fielded by the top 6 national parties in India between 2020 and 2024. This approach enables

large-scale detection of recurring motifs such as national flags, religious symbols, and leader

iconography that are often overlooked by conventional methods. To connect these patterns to

their political impact, the paper also proposes a survey experiment that tests the persuasive

power of the identified visual cues. Together, this design illustrates how deep learning tools

can open new avenues for studying the symbolic and emotional elements of campaigns at

scale.

2 The Demand-Side Drivers of Right-Wing Populism

To analyze the contemporary right, it is crucial to distinguish between its constituent parts.

The political right, historically defined in opposition to a left that prioritizes equality, is

broadly characterized by an emphasis on hierarchy, order, and tradition (Bobbio 1996; Hey-

wood 2021). Within this space, traditional conservatism represents an ideology committed

to preserving established institutions and a deferential view of authority (Heywood 2021).

Populism, in contrast, is a “thin-centered ideology” that structures politics around a moral

antagonism between “the pure people” and “the corrupt elite” (Mudde 2004; Stanley 2008).

As a thin ideology, populism requires a “thick” host; when fused with nativism and author-

itarianism, it creates right-wing populism (Inglehart and Norris 2016; March 2017; Mudde

2019). This adds a second, exclusionary antagonism of “us” (the native people) versus

“them” (outsiders), who are framed as being illegitimately favored by the corrupt elite (In-

glehart and Norris 2016; March 2017; Mudde 2019).

Within this context, to understand the populist right’s digital success, one must first

grasp the underlying societal conditions that have created a demand for its political of-

ferings. The process often begins with objective conditions of economic insecurity (Algan
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et al. 2017; Bossert et al. 2019; Guiso et al. 2024; Rodrik 2021). Decades of globaliza-

tion, technological change, and the erosion of labor market protections have hollowed out

the middle class and increased economic insecurity, particularly for low-skilled workers (Al-

gan et al. 2017; Autor, Dorn, and Hanson 2013; Barone and Kreuter 2021). Foundational

economic theories demonstrate that trade liberalization, while potentially increasing over-

all efficiency, inevitably creates economic losers in advanced economies. This widespread

economic grievance was acutely amplified by events like the 2008 global financial crisis and

subsequent austerity measures, which are strongly correlated with increased support for

right-wing parties (Fetzer 2019; Funke, Schularick, and Trebesch 2016). The psychological

consequence of this insecurity is a profound loss of trust in established institutions, including

mainstream political parties, financial systems, and the media, and the crystallization of a

powerful anti-elite sentiment (Algan et al. 2017). This widespread disillusionment creates a

political opportunity and a demand for an alternative to the perceived failed consensus of

the political establishment (Rodrik 2017, 2021).

It is at this stage that the right-wing populist narrative proves so effective. Politi-

cal entrepreneurs successfully capture this free-floating economic anger by channeling it

through pre-existing cultural anxieties and salient ethno-nationalist cleavages. These cul-

tural grievances are often described as a “backlash” from once-predominant sectors of the

population, particularly older, less educated cohorts, who perceive progressive cultural shifts

as a fundamental threat to their traditional values and social status (Inglehart and Norris

2016; Norris and Inglehart 2019). The increasing political emphasis on issues like environ-

mentalism, multiculturalism, gender equality, and LGBTQ+ rights can foment a desire for a

return to traditional morality (Eatwell and Goodwin 2018; Inglehart and Norris 2016; Roth-

well and Diego-Rosell 2016). Right-wing actors provide a simple, emotionally resonant, and

identity-based explanation for complex economic problems: the “corrupt elite” has betrayed

the “true people” by prioritizing the interests of global capital and domestic “out-groups”

such as immigrants and minorities (Mudde 2004). Economic insecurity provides the essential
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fuel for populist demand, while cultural anxieties provide the specific narrative framework

that gives this demand its distinctly right-wing character.

It is important to acknowledge that Western-centric frameworks inadequately capture

the right’s rise in the Global South, where patterns such as deindustrialization or large-scale

immigration are less relevant. In regions like Latin America, Asia, and Africa, right-wing

populism often arises from uneven capitalist development, selective welfare policies, and

strategic exploitation of crises and identity politics. Right-wing populism in the Global

South often mobilizes support through appeals to religious, ethnic, or national identity, and

by exploiting dissatisfaction with corruption, crime, or weak institutions. For example, in

India, the BJP’s rise combines cultural nationalism with economic liberalism, building broad

coalitions across caste and class lines (Chhibber and Verma 2014; Jaffrelot 2017). This is pro-

pelled by disillusionment with government inefficiency and corruption, alongside promises of

development and market reforms. Leaders blend pro-growth narratives with nationalist sym-

bolism that appeals to both emerging middle classes and marginalized communities through

targeted welfare and identity politics. Such cases underscore the role of charismatic leader-

ship and the fusion of social conservatism and economic agendas in right-wing consolidation

across the Global South.

3 The Right’s Asymmetric Advantage in the Digital

Campaigning Space

The academic literature on political campaigns is marked by a long-standing and divided de-

bate over their electoral impact. One influential school of thought posits that campaigns have

“minimal effects” on vote choice, arguing that durable factors like partisanship largely pre-

determine outcomes (Berelson 1954; Brady and Johnston 2009; Kalla and Broockman 2018).

Conversely, a substantial body of work suggests that while campaigns may not frequently

convert partisans, they are crucial for mobilizing supporters, informing the electorate, and
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setting the political agenda (Druckman 2001; Finkel 1993; Green and Gerber 2019; Hersh

2015; Hillygus and Jackman 2003; Jacobson 2015). Consequently, the scholarly focus has

shifted from whether campaigns matter to exploring for whom and under what conditions

they matter most.

The modern digital media environment represents a critical new condition, with emerging

evidence of a structural advantage for the populist right. Social media platforms facilitate

the spread of polarized and populist narratives by enabling direct appeals to targeted audi-

ences while bypassing traditional gatekeepers (Huszár et al. 2022; Votta et al. 2024). This

supports the “amplification of the right” thesis: engagement-driven algorithms privilege di-

visive, novel, and emotionally charged content, features characteristic of right-wing populist

communication (Engesser et al. 2017; González-Bailón et al. 2022; Rathje, Van Bavel, and

Van Der Linden 2021; Vosoughi, Roy, and Aral 2018).

These dynamics amplify affective polarization, reinforcing identity-based mobilization

and providing fertile ground for right-wing actors to exploit cultural grievances (Engesser

et al. 2017; Iyengar, Sood, and Lelkes 2012). Exposure to sensationalist and partisan con-

tent further fosters cynicism and distrust in institutions, heightening the appeal of anti-

establishment rhetoric (Gentzkow and Shapiro 2010; Mutz 2007). Thus, evolving media

environments not only disseminate right-wing ideas but also actively shape demand-side

conditions for their rise by influencing voter perceptions and engagement, creating a feed-

back loop between political actors and media consumption patterns.

Right-wing movements also excel at cultivating online communities that function as

“emotional refuges” for supporters, where shared grievances and anxieties are validated and

transformed into collective energy (Törnberg and Törnberg 2025). These spaces serve both

recruitment and retention functions, reinforcing partisan identity and sustaining long-term

engagement. To broaden their appeal, right-wing actors employ strategic ambiguity, using

coded language, dog-whistles, irony, and humor to circulate radical ideas while maintain-

ing plausible deniability (Albertson 2015; Bonikowski and Zhang 2023; Schmid, Schulze,
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and Drexel 2025). This “double communication” enables them to normalize exclusionary

narratives while preserving mainstream legitimacy (Maly 2019; Marwick and Lewis 2017).

Campaign strategies have evolved simultaneously. While campaigns have long relied on

structured voter data to mobilize supporters (Hersh 2015; Iyengar and Simon 2000), advances

in digital technology have enabled sophisticated microtargeting and real-time personalization

(Votta et al. 2024). Increasingly, this communication takes visual form. Images and videos

evoke stronger emotional responses than text, allowing rapid transmission of complex mes-

sages. Yet, despite the “visual turn” in campaigning, research remains heavily text-centric,

leaving a critical gap in understanding the informational and mobilizational power of visual

content (McDonnell and Ondelli 2025).

4 The Case of the BJP in India

The rise of India’s BJP provides a critical case for understanding right-wing digital domi-

nance. Its success reflects not only effective online campaigning but also the fusion of three

elements: a disciplined hierarchical organization, a resonant ethno-nationalist ideology, and

the charismatic-populist leadership of Narendra Modi (Mahapatra and Plagemann 2019).

While this combination is distinctive to the Indian context, it sheds light on broader dynam-

ics of digital politics that can be observed in other settings.

Central to the BJP’s mobilization is Hindutva, or Hindu nationalism, which defines Indian

identity in majoritarian religious terms while positioning minorities as the “other” (Kaul

2017; Khan et al. 2017; Sarkar 2021). Though long present, Hindutva was mainstreamed

under Modi’s leadership after 2014, with recurring themes of Hindu insecurity and Muslim

threat woven into campaign narratives (Leidig 2020). Modi’s carefully cultivated online

persona strengthens this project, offering an unmediated populist connection to millions of

followers (Jaffrelot 2015; Rai 2019; Sircar 2020).

The party’s digital dominance has been facilitated by India’s rapidly expanding online
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ecosystem, with smartphones reaching nearly half the of the 1.5 billion population and

Facebook capturing more than 60% of the social media market by 2024 (“India App Mar-

ket Statistics (2024)” 2024; Statista 2024). Alongside Facebook, Instagram, YouTube, and

WhatsApp have become crucial arenas for mobilization, each exploited by the BJP’s IT Cell

to amplify Hindutva narratives. The IT Cell, a centralized digital operations wing of the

party, coordinates thousands of volunteers and paid staff to create, disseminate, and monitor

online content at scale. The IT Cell orchestrates social media campaigns that amplify ide-

ological narratives rooted in Hindutva, caste-based appeals, and economic liberalism, while

also deploying disinformation and aggressive messaging against opposition parties (Garimella

and Chauchard 2024; Jaffrelot 2017). While digital media has transformed communication,

in-person rallies remain vital, often generating content that extends their reach online, re-

flecting a complementary campaign strategy (Sheikh 2024).

The BJP’s digital operation illustrates how right-wing populists adapt to a visual and

interactive media environment. Targeted advertising and micro-messaging allow tailored

appeals across caste, class, and regional divides, reinforcing Hindu majoritarianism while in-

tegrating pro-business governance claims (Chhibber and Verma 2014; Jaffrelot and Verniers

2020). The party’s digital outreach deepens these appeals, allowing finely targeted com-

munication that resonates with diverse constituencies. Recent research has revealed how

WhatsApp groups in India exhibit right-wing dominance through dense, geographically dis-

persed networks sharing multimedia content (Bursztyn and Birnbaum 2019; Garimella and

Eckles 2020).

Focusing on the BJP as a critical case where digital campaigning has reached unprece-

dented levels of scale and sophistication can help uncover mechanisms of the populist right’s

digital campaigning that can be tested in other settings.
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5 Deep Learning Methodology

Despite cross-national variation, right-wing movements consistently dominate the online po-

litical space. What explains this comparative advantage? Do their advertisements differ from

those of competitors in symbolic content or targeting sophistication, or is their dominance

simply a matter of scale? This paper investigates these questions through the case of In-

dia’s BJP, examining whether its success stems from distinctive visual strategies, aggressive

targeting, or the scope of its digital operations.

The analysis proceeds in two steps. First, I employ deep learning techniques to inductively

analyze Facebook advertisements disseminated by the BJP between 2020 and 2024. This

computational approach enables large-scale detection of systematic patterns in the symbolic

and visual appeals of right-wing digital campaigning, patterns that text-based analyses often

overlook. Second, I field a survey experiment to assess whether these symbolic appeals influ-

ence political attitudes and engagement, thereby evaluating whether the strategies identified

in the inductive analysis are not only distinctive but also persuasive.

Together, this design links supply (how appeals are constructed) with potential effec-

tiveness (whether they resonate with audiences). The present section focuses on the first

step, the deep learning analyses, which provide the foundation for the survey experiment

introduced later.

This research addresses a critical gap by investigating how the visual design of political

advertisements reveals distinctive features of right-wing digital campaigns. While prior work

in digital politics has emphasized text-based cues such as partisan language or source credi-

bility (Carnahan et al. 2022), the visual dimension remains understudied despite its salience

and complexity (see Figure 1).

Visuals embed multiple cues simultaneously: local language markers, culturally signifi-

cant colors, religious symbols, campaign promises, and leader iconography. These elements

may serve as precise indicators of targeted demographic and electoral appeals. To capture

such patterns, this study employs deep learning and explainable AI to inductively identify
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Figure 1: Example of an image advertisement by BJP on Facebook

the symbolic features of BJP advertisements between 2020 and 2024. Rather than treating

images as ancillary, this approach recognizes them as structured political data, aligning with

recent work in political science that applies computer vision for inductive theory-building

(Breuer et al. 2025; Rizzo and Dasgupta 2024; Tarr, Hwang, and Imai 2023). The features

identified computationally are then tested in a survey experiment to evaluate their persuasive

effects.

Analyzing images at scale is challenging due to their high-dimensional structure, but ad-

vances in deep learning have made it possible to uncover systematic visual patterns. Within

political science, scholars have increasingly turned toward advanced computational tech-

niques, particularly deep learning and computer vision approaches, to systematically analyze

these rich, multidimensional datasets. Recent studies leveraging such methodologies have

contributed to diverse analytical tasks including protest detection (Won, Steinert-Threlkeld,

and Joo 2017), ideological estimation through visual signaling (Xi et al. 2020), characteri-

zation of politicians’ “home style” (Anastasopoulos et al. 2017), analysis of the built envi-

ronment’s influence on voting behaviors (Rizzo and Dasgupta 2024), automated detection

of infrastructure and geographic features (Dasgupta and Ramirez 2025), and socioeconomic
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census estimation (Gebru et al. 2017), among numerous other applications.

Yet most prior work relies on supervised classification of labeled images. This study

diverges by analyzing a complete corpus of ads linked to party and targeting metadata,

enabling inductive discovery of how visual features, such as local language, cultural symbols,

or stylistic design choices, function as strategic signals in digital campaigning. The following

section details the data sources that make this analysis possible, including the corpus of

Facebook advertisements and the auxiliary datasets used to contextualize visual content.

6 Data

6.1 Meta Ads Dataset

The primary data source is the Meta Ads Targeting Dataset, which includes all Social Issue,

Electoral, and Political (SIEP) advertisements published on Facebook and Instagram in India

between 2020 and 2024. Beginning August 3, 2020, the dataset records every SIEP ad run

on these platforms, providing information on advertiser identity, expenditure, and targeting

criteria, along with access to the associated ad creatives (images and videos).

6.2 Party Coverage

The analysis focuses on the six parties with the largest representation in the most recent

general election: Bharatiya Janata Party (BJP), Indian National Congress (INC), All India

Trinamool Congress (AITC), Dravida Munnetra Kazhagam (DMK), Samajwadi Party (SP),

and Telugu Desam Party (TDP). These parties were selected to ensure comparability across

major national actors.
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6.3 Image and Video Advertisements

Between 2020 and 2024, the dataset contained approximately 54,000 image and video adver-

tisements from the six parties. After removing duplicates to avoid data leakage, party-level

distributions of ads are reported in Table 1. Data leakage refers here to the risk that iden-

tical or near-identical advertisements could appear in both the training and test sets, which

would artificially inflate model performance by allowing the algorithm to “memorize” rather

than genuinely learn underlying patterns.

Table 1: Dataset Composition by Party
Party Total Unique Total Unique Frames

image ads image ads video ads video ads extracted

BJP 14,289 226 32,389 880 6,417
INC 2,759 302 2,285 128 1,097
AITC 32 9 936 279 3,012
DMK 631 115 280 133 626
SP 115 16 69 34 207
TDP 47 25 304 118 1,477

Total 17,873 693 36,263 1,572 12,836

Although modest relative to the total volume of social media content, this corpus is

significant because it consists entirely of paid political advertisements, each reflecting delib-

erate resource allocation and microtargeting decisions. Even after deduplication, many BJP

ads remain highly similar, which could raise concerns about information leakage. Yet this

similarity could reflect a deliberate strategy. The repetition of a narrow symbolic template

may not only be a methodological artifact but also a substantive feature of how the party

seeks to build coherence and recognition across contexts.

6.4 Auxiliary Datasets

To supplement the Meta Ads dataset and enable a fuller analysis of the visual, textual, and

geographic dimensions of political advertising, I incorporate several external datasets and

computational tools.
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To classify targeted geographies as urban, peri-urban, or rural, I use the Degree of Urban-

ization dataset developed by the European Commission’s Joint Research Centre (Schiavina,

Melchiorri, and Pesaresi 2023). GHS-SMOD provides a globally consistent classification

of settlement patterns at 1 km² resolution, combining satellite imagery with population

data. This allows for systematic mapping of Facebook’s PIN code and radius-based location

targeting onto meaningful measures of urbanization.

In addition to geographic targeting, it is also important to capture the linguistic di-

mension of political advertising. Political video ads often rely heavily on spoken content in

multiple Indian languages. To incorporate this dimension, I employ Whisper, a state-of-the-

art automatic speech recognition (ASR) model trained on multilingual and multitask data

(Radford et al. 2023). Whisper provides transcription, language identification, and English

translation, thereby enabling standardized analysis of linguistic content across India’s diverse

language environment.

For video frame analysis, I use CLIP (Contrastive Language–Image Pretraining) (Radford

et al. 2021), a vision–language model trained on 400 million image–text pairs. CLIP encodes

images into 512-dimensional embeddings aligned with natural language descriptions, offering

semantically rich visual features without requiring domain-specific training data. This is

especially useful for political ads, where symbol recognition and thematic interpretation are

highly variable.

To capture the affective tone of political messaging, I employ two lexicons. The NRC

Emotion Lexicon (Mohammad and Turney 2013) maps words to basic emotional categories

(e.g., joy, fear, anger), enabling a broad assessment of emotional appeals. In addition, the

Lexicoder Sentiment Dictionary (Young and Soroka 2012) specifically designed for politi-

cal communication, provides binary positive/negative classifications optimized for political

text. Using both resources allows for validation across general-purpose and domain-specific

sentiment measures.
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7 Results

This section presents the empirical findings in four parts. I begin by comparing BJP and non-

BJP advertisements on Facebook to establish differences in scale, spending, and efficiency,

as well as the degree of creative diversity after deduplication. I then assess whether BJP ads

exhibit a distinctive visual style using deep learning models trained on both image and video

content, supplemented with feature coding and explainable AI analyses. Next, I examine

the symbolic and emotional tone of advertisements, focusing on differences in imagery, color

use, and sentiment between parties. Finally, I turn to targeting strategies, comparing BJP

and INC across demographic and geographic criteria, before analyzing whether BJP adapts

its visual strategies to rural and urban constituencies.

7.1 Are there differences between BJP and non-BJP ads on Face-

book?

7.1.1 Descriptive statistics: Scale, Spending and Efficiency

Analysis of digital advertising activity from 2020-2024 reveals substantial asymmetry in cam-

paign strategies across India’s major political parties. BJP published 40,247 advertisements

during the study period, constituting 94.8% of total advertising volume among the six parties

examined (Figure 2, Panel A). INC, as the second-largest advertiser, published 1,847 adver-

tisements, representing a 22:1 ratio between BJP and INC activity, while regional parties

demonstrated considerably lower volumes.

This volume dominance corresponds with substantial financial investment, as BJP’s min-

imum spending estimates reached $2.35 million USD compared to INC’s $1.3 million USD,

with regional parties investing between $47,000-$168,000 (Figure 2, Panel B). Notably, this

volume-based approach trades individual content engagement for sustained presence, as BJP

recorded substantially lower impressions per post (142,857) compared to regional parties like

AITC (486,522) and TDP (441,739), indicating distinct strategic approaches where BJP em-
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(A) (B)

Note: Dataset reports spending ranges. Graph shows lower bounds (minimum confirmed spending). Actual

spending is higher. Converted from INR at 1 USD = 83 INR.

Figure 2: Advertisements on Facebook by top 6 National Parties (2020-2024)

ploys high-frequency distribution while competitors optimize for high-engagement content

(Figure 3, Panel A). However, examination of cost-effectiveness metrics reveals that BJP

achieved superior efficiency with the lowest average CPM (cost per mille, or the cost of one

thousand ad impressions) at $0.31, compared to $2.51 for SP, suggesting optimized targeting

strategies (Figure 3, Panel B). In practical terms, this means the BJP spent significantly

less money for every additional thousand impressions its ads received, allowing greater reach

at lower cost. These patterns collectively demonstrate that BJP has implemented an in-

dustrialized digital advertising model that prioritizes scale and cost efficiency fundamentally

differentiating their approach from traditional campaign strategies employed by competing
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parties.

(A) (B)

Note: Dataset reports spending and impression ranges. Graph shows lower bounds (minimum confirmed

spending and impressions). Actual spending and impressions are higher. Spending is converted from INR at

1 USD = 83 INR.

Figure 3: Advertising Performance Indicators by Political Party (2020-2024)

Note: Dataset reports spending and impression ranges. Graph shows lower bounds (min-

imum confirmed spending and impressions). Actual spending and impressions are higher.

Spending is converted from INR at 1 USD = 83 INR.

BJP’s digital operation is unmatched in both scale and efficiency, but raw counts alone do

not tell us whether this activity reflects genuine creative diversity or the repeated circulation

of the same messages. As seen in Table 1, once duplicates are removed, the corpus of unique

ads shrinks dramatically across all parties. For example, BJP’s 14,289 image ads reduce to
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just 226 distinct creatives, while INC’s 2,759 collapse to 302, and smaller parties are left

with only a handful of unique items. This pattern highlights that most parties, including

BJP, rely heavily on recycling the same core visuals.

This raises a crucial question: are these few unique creatives themselves distinctive in

ways that can be systematically recognized? Put differently, is BJP’s advantage only a

matter of industrialized distribution, or do its visuals carry a consistent branding style that

sets them apart from competitors? To answer this, I turn to a deep-learning analysis of the

de-duplicated ads.

7.1.2 Deep learning with Image ads

To assess visual distinctiveness, I use a convolutional neural network (CNN), a class of

deep learning models that has become a dominant tool for analyzing visual imagery. The

development of modern CNN architectures, such as AlexNet, VGGNet, GoogLeNet, and

ResNet, has led to breakthrough performance in a wide range of tasks (He et al. 2016;

Krizhevsky, Sutskever, and Hinton 2012; Simonyan and Zisserman 2014; Szegedy et al. 2015).

In simple terms, the model takes an image as its input and, after processing it through

multiple layers, produces a classification label as its output (e.g., identifying an object in the

image).

The architecture is inspired by the human visual cortex and is designed to automatically

learn a hierarchy of features from an image. The process begins when the model receives

an input image, which it sees as a grid of numbers representing pixels. The core of a CNN

is its ‘convolutional layers,’ which act like a series of digital scanners. Each scanner uses a

‘filter’ to look for a specific, simple feature, such as an edge, a corner, or a patch of color.

As these filters slide across the image, they create ‘feature maps’ that highlight where these

basic patterns appear.

This process is repeated through multiple layers. The initial layers detect simple features,

and subsequent layers combine these to recognize more complex patterns, for instance, com-
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bining lines and curves to identify an eye, and then combining eyes and a nose to recognize

a face. Between these layers, ‘pooling layers’ often simplify the information by summarizing

features in a region, which makes the model more efficient and robust to small variations in

the image. After passing through this hierarchy, the high-level features are analyzed by a

final set of ‘fully connected layers’ which produce the output: a probability for each possible

class (e.g., 95% ‘dog’, 5% ‘cat’). To see details of the model architecture used for the party

detection task, see Appendix A.

The dataset consisted of 691 unique, deduplicated advertisements, with 552 used for

training and 139 for testing. The CNN achieved an overall test accuracy of 93.5 percent

(see Appendices B.1 and B.2 for detailed results, party-level metrics and training history).

This performance demonstrates that Indian political parties use systematic and machine-

detectable visual styles in their advertisements. For context, prior research attempting to

classify the ideology of U.S. politicians using social media photographs achieved only 59.3%

accuracy from single images and 82.4% when aggregating across multiple photographs of

the same individual (Xi et al. 2020). My results show that party advertisements in India,

contain highly regularized visual cues, making them easier to detect and classify compared

to the less systematic imagery studied in prior work.

Model performance varied across parties. The model was most accurate for BJP and

Congress, the two largest national parties, whose ads consistently display strong and distinc-

tive visual identities. BJP ads frequently use saffron coloring, the lotus party symbol, and a

frontal image of Narendra Modi paired with campaign text. Because of this formulaic style,

the model identified most BJP ads correctly with very high confidence (see Appendix B.3).

However, this homogeneity creates the possibility of information leakage, since even dedupli-

cated ads are often visually similar. The repetition is itself informative: BJP’s use of a highly

standardized template builds symbolic coherence and strengthens digital brand recognition

across contexts. Errors in BJP classification occurred when this template was disrupted.

Misclassified BJP ads provide insight into the limits of formulaic branding. Figure 4
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shows examples of such errors. In one case, a BJP ad was predicted as TDP because its

color scheme overlapped with regional motifs. In another case, an event photo featuring

Modi in a crowded background was predicted as Congress, indicating that contextual cues

sometimes outweighed party symbols. These cases illustrate that while BJP’s formulaic style

provides a strong and easily recognizable visual fingerprint, deviations from the template blur

partisan distinctions.
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Figure 4: Misclassified BJP Advertisements

7.1.3 Deep Learning with Video ads

Video classification poses unique challenges compared to static image analysis. Unlike single

images, which often contain clear visual cues such as text message, party symbols or polit-
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ical figures within one frame, videos consist of dynamic sequences where relevant political

indicators may appear sporadically across multiple frames rather than concentrated in any

single moment. Without additional context, like text, audio or the ability to view extended

sequences, it is often difficult for human observers to identify party affiliation from individual

frames alone. I extracted frames from each deduplicated video and employed several steps

to ensure that these frames contain informative signals (Appendix C details the steps).

My approach employed a two-step methodology: first, classifying each video frame inde-

pendently, and second, aggregating these frame-level predictions to classify the entire video

using majority voting. The model was trained on 936 unique videos comprising 7,721 frames,

and tested on 312 videos with 2,606 frames (see Appendix D for model architecture). Since

the individual N at the party level is small for some parties, the output for the video model is

a binary indicator of whether an ad is BJP or not. At the frame level, the model achieved an

accuracy of 86.45%. When aggregating predictions across frames for video-level classification,

accuracy improved significantly to 94.87% (see Appendix E for confusion matrix, training

history and examples of frames with predicted probabilities). These results demonstrate

that despite the temporal dispersion of visual signals, video frames alone provides strong

predictive power for identifying BJP campaign material, even without contextual audio.

These findings underscore the extent to which BJP has operationalized Facebook adver-

tising into an industrialized system, achieving unparalleled scale and cost efficiency relative

to competitors. Yet the dominance reflected in counts and spending raises a deeper question

about substance: does this vast activity represent genuine creative diversity, or the repeated

circulation of a narrow set of messages? The sharp contraction of unique creatives once

duplicates are removed suggests the latter, pointing to a campaign model built less on va-

riety than on repetition. This observation motivates the next stage of analysis, using deep

learning to assess whether these limited but highly standardized visuals carry a distinctive

partisan style that sets BJP apart from other parties.
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7.2 What differs visually between BJP and non-BJP ads?

7.2.1 Content of ads

To systematically compare symbolic and thematic patterns, all image and video ads were

coded across a set of binary indicators. These captured whether an ad featured party sym-

bols; rural settings (e.g., villages or farms) or urban settings (e.g., cityscapes, tall buildings);

references to healthcare (e.g., hospitals or clinics), social welfare (e.g., benefit distribution),

the military (e.g., soldiers or equipment), religion (e.g., temples or icons), or infrastructure

development (e.g., bridges, construction sites). Additional indicators noted the display of

the Indian flag, explicit mentions of political opposition, and the inclusion of men, women,

or children. Finally, ads were coded for economic orientation, distinguishing between pri-

mary sector imagery (e.g., farmers in fields) and secondary sector imagery (e.g., industrial

or construction workers). These categories are not mutually exclusive: a single ad could, for

example, depict both rural settings and infrastructure development, or include party symbols

alongside religious imagery.

For coding these features, I employed Pixtral-12B-2409 (Mistral AI), a multimodal large

language model with strong OCR, translation, and visual classification capabilities. This

approach enabled accurate identification of political figures, slogans, and symbols in a zero-

shot setting, drawing on the model’s general pretraining knowledge rather than task-specific

fine-tuning, in line with recent advances in automated political media analysis (Breuer et

al. 2025; Tarr, Hwang, and Imai 2023). In this context, a zero-shot setting means the

model was applied directly to Indian political ads without any additional training on labeled

examples from this dataset.

A two-sample test of proportions was used to statistically compare the frequency of

each messaging element across party groups. The results reveal both clear differences and

important areas of similarity. As shown in Table 2, BJP advertisements are significantly

more likely to feature religious symbolism, party symbols, rural settings, and male figures.
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Non-BJP ads, by contrast, more often highlight secondary sector themes, display the national

flag, and mention opposition parties.

Table 2: Differences in Political Messaging in Image Ads: BJP vs Non-BJP Parties

Feature BJP Non-BJP Difference χ2 p-value Significance
(Mean) (Mean) in Proportions statistic

Panel A: Significant Differences (p < 0.05)
Party Symbols 0.881 0.785 +0.096 9.26 0.002 ∗∗

Rural Focus 0.305 0.211 +0.095 7.42 0.006 ∗∗

Religious Symbolism 0.115 0.019 +0.096 28.96 <0.001 ∗∗∗

Secondary Sector 0.053 0.125 −0.072 8.57 0.003 ∗∗

Infrastructure Development 0.204 0.065 +0.139 30.03 <0.001 ∗∗∗

Indian Flag 0.018 0.178 −0.161 35.73 <0.001 ∗∗∗

Mentions Opposition 0.088 0.248 −0.160 26.96 <0.001 ∗∗∗

Has Man 0.854 0.699 +0.155 24.93 <0.001 ∗∗∗

Panel B: Non-Significant Differences (p ≥ 0.05)
Urban Focus 0.217 0.178 +0.039 1.45 0.229
Healthcare 0.093 0.080 +0.013 0.35 0.553
Social Welfare 0.438 0.486 −0.048 1.40 0.236
Defense & Military 0.044 0.026 +0.018 1.68 0.195
Primary Sector 0.133 0.135 −0.003 0.01 0.921
Has Woman 0.376 0.400 −0.024 0.36 0.546
Has Children 0.053 0.075 −0.022 1.18 0.277

Note: BJP N = 226, Non-BJP N = 465. ∗∗∗ p<0.001, ∗∗ p<0.01, ∗ p<0.05. Panel A shows features with statisti-
cally significant differences. Panel B shows features with no statistically significant differences. Positive differences
indicate higher proportion in BJP. Negative differences indicate higher proportion in Non-BJP parties. Difference
in proportions = BJP proportion − Non-BJP proportion. Chi-square tests used for proportion comparisons.

Some of these patterns are expected and less surprising. For instance, opposition mentions

are more common in non-BJP ads, which aligns with literature showing that challengers are

more likely to frame campaigns against incumbents. Similarly, the prevalence of male figures

in BJP ads is partly mechanical, given that Prime Minister Narendra Modi is the party’s

central campaign face and appears in virtually all their ads.

Other findings are more revealing. The relative absence of an urban focus in BJP ads

stands out. Despite the party’s documented electoral strength in cities, its visual strategy

does not emphasize urban backdrops but instead leans heavily on rural representation, sug-

gesting a deliberate effort to mobilize rural constituencies. Likewise, the use of religious

symbolism and avoidance of national symbols such as the flag point to a strategy of consol-
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idating a Hindu majoritarian identity rather than appealing to broad, secular nationalism

(Charnysh, Lucas, and Singh 2015). Indeed, while 88% of BJP images analyzed contained

party symbols, only 2% contained the national flag (see Appendix F for full list of feature

prevalence in BJP vs non-BJP ads). These choices highlight how BJP’s advertising departs

from inclusive tropes and reinforces a selective ideological frame.

At the same time, several dimensions show no significant differences. Urban versus

non-urban aside, healthcare, social welfare, and the inclusion of women or children appear

at comparable rates across party groups. These null results are important in themselves,

reflecting domains where electoral competition does not produce symbolic divergence, either

because they are shared campaign tropes or because the ad format encourages convergence.

Video advertisements present a different picture from image ads (Table 3). Non-BJP

parties are significantly more likely than BJP to use party symbols, rural settings, healthcare

and social welfare themes, religious symbolism, primary sector imagery, and the Indian flag.

They also feature women and children at higher rates. BJP video ads, by contrast, rely

far less on these elements, and the only areas of convergence are urban imagery, defense

and military themes, secondary sector references, and infrastructure development, where no

significant differences emerge.

The contrast with image-based results is instructive. In image ads, BJP was more likely

to employ party symbols, rural imagery, and religious motifs, while non-BJP parties leaned

on the flag, the opposition, and the secondary sector. In video ads, however, the balance

flips: non-BJP parties dominate across most symbolic categories, while BJP’s distinctive-

ness largely disappears. This divergence suggests that the two media are not interchangeable.

Still images, which are cheaper and easier to circulate, appear to be used by BJP for strong

symbolic signaling, foregrounding Modi, religion, and partisan identity. Video ads, by con-

trast, often take the form of narrative skits or short explanatory clips, where it is harder

to isolate single cues from frames and where challengers may have more to gain by layering

multiple policy and representational appeals. This media-specific divergence highlights the
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Table 3: Differences in Political Messaging in Video Ads: BJP vs Non-BJP Parties

Feature BJP Non-BJP Difference χ2 p-value Significance
(Mean) (Mean) in Proportions statistic

Panel A: Significant Differences (p < 0.05)
Party Symbols 0.541 0.631 −0.091 14.10 <0.001 ∗∗∗

Rural Focus 0.206 0.422 −0.217 86.45 <0.001 ∗∗∗

Healthcare 0.070 0.114 −0.044 10.63 0.001 ∗∗

Social Welfare 0.078 0.192 −0.114 49.31 <0.001 ∗∗∗

Religious Symbolism 0.143 0.227 −0.084 19.79 <0.001 ∗∗∗

Primary Sector 0.041 0.185 −0.145 78.20 <0.001 ∗∗∗

Indian Flag 0.074 0.347 −0.273 189.37 <0.001 ∗∗∗

Has Woman 0.390 0.610 −0.220 82.44 <0.001 ∗∗∗

Has Man 0.771 0.816 −0.046 5.25 0.022 ∗

Has Children 0.078 0.109 −0.031 4.79 0.029 ∗

Panel B: Non-Significant Differences (p ≥ 0.05)
Urban Focus 0.362 0.364 −0.003 0.01 0.907
Defense & Military 0.023 0.035 −0.013 2.43 0.119
Secondary Sector 0.040 0.030 +0.010 1.19 0.276
Infrastructure Development 0.112 0.099 +0.013 0.72 0.397

Note: BJP N = 1,012, Non-BJP N = 708. ∗∗∗ p<0.001, ∗∗ p<0.01, ∗ p<0.05. Panel A shows features with
statistically significant differences (p < 0.05). Panel B shows features with no statistically significant differences (p
≥ 0.05). Positive differences indicate higher proportion in BJP. Negative differences indicate higher proportion in
Non-BJP parties. Difference in proportions = BJP proportion − Non-BJP proportion. Chi-square tests used for
proportion comparisons.
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importance of considering format in studies of political communication: the same party’s

visual strategy can look very different depending on whether we analyze images or videos.

Analysis of color choice (Table 4) reveals systematic differences between BJP and non-

BJP advertisements. BJP ads employ orange and red at much higher rates, while non-BJP

ads rely more on white and blue. These differences are consistent with both color psychology

and party branding.

Table 4: Significant Differences in Color Usage: BJP vs Non-BJP Parties

Feature BJP Non-BJP Difference t-statistic p-value Significance
(Mean) (Mean) in Means

Orange 20.157 1.313 +18.844 14.48 <0.001 ∗∗∗

Red 11.299 2.301 +8.998 9.29 <0.001 ∗∗∗

White 27.986 32.978 −4.992 2.86 0.004 ∗∗

Blue 1.176 3.900 −2.724 4.59 <0.001 ∗∗∗

Green 0.358 0.279 +0.079 0.87 0.384
Yellow 0.508 0.580 −0.072 0.47 0.637

Note: BJP N = 226, Non-BJP N = 302. ∗∗∗ p<0.001, ∗∗ p<0.01, ∗ p<0.05. Positive
differences indicate higher mean in BJP. Negative differences indicate higher mean in
Non-BJP parties. Difference in means = BJP mean − Non-BJP mean. Values represent
percentages of total pixels. t-tests used for mean comparisons.

Orange and saffron tones are strongly associated with Hindu identity and have long served

as symbolic colors of the BJP. Their prominence in BJP ads reflects a deliberate effort to

embed Hindu majoritarian symbolism into campaign visuals, reinforcing the party’s ideolog-

ical brand. Red, often linked to urgency, energy, and emotional intensity in psychological

research, further reinforces a sense of mobilization and passion in BJP’s imagery. Multiple

studies have shown that red can increase physiological arousal, such as heart rate and blood

pressure, and is frequently used to capture attention and convey a sense of urgency (Elliot

and Maier 2014). The color is known to attract attention, particularly in emotionally charged

contexts, making it a powerful tool for political messaging intended to evoke strong feelings

and prompt action. Within the campaign context, these effects are not neutral: BJP’s use of

red and saffron could be an attempt to energize its base, signal partisan loyalty, and portray

the stakes of the election as existential.
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In contrast, non-BJP parties make greater use of white and blue. In many cultures,

white is strongly associated with concepts like peace, purity, and simplicity, often used to

create a sense of calm and cleanliness (Aslam 2006). Blue is one of the most extensively

studied colors and is broadly linked to feelings of stability, competence, and trust, making

it a strategic choice for parties wishing to project an image of dependable governance and

peace (Labrecque and Milne 2012; Su, Cui, and Walsh 2019).

The key takeaway from this section is that BJP’s advertisements consistently use saffron

coloring, religious motifs, Modi’s face, and the absence of the Indian flag as part of a broader

symbolic strategy. These choices could be symbolic of efforts to consolidate a Hindu na-

tionalist base by emphasizing ethno-religious identity over inclusive nationalism (Charnysh,

Lucas, and Singh 2015). Non-BJP parties, in contrast, rely more on the national flag and

calmer colors like white and blue to project inclusiveness and trust. These findings show

that visual choices are a central tool of political communication.

7.2.2 Explainable AI Analysis

In the previous section, I manually identified common visual features in campaign adver-

tisements and compared their distribution across parties. While this approach established

clear contrasts, it was constrained by pre-defined categories. To complement this analysis,

I use explainable AI techniques on the party classification CNN trained earlier. This allows

systematic identification of the visual elements the model attends to when distinguishing

BJP from non-BJP ads, thereby providing evidence of whether the classifier is leveraging

politically salient cues rather than incidental background details.

I applied Integrated Gradients (IG), a widely used attribution method that highlights

the regions of an image most influential in shaping a model’s prediction. IG compares each

ad frame to a fully blank baseline and then incrementally reconstructs the original image,

calculating the contribution of each region to the prediction. In the resulting visualizations,

green areas indicate features that increased the probability of a BJP classification, while
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red areas indicate features that decreased it. The analysis was conducted exclusively on

the test set. Figure 5 presents randomly sampled BJP advertisements stratified by model

confidence, illustrating how the classifier’s attributions differ between high-, medium-, and

low-confidence predictions.

Note: Green overlays indicate visual regions that increased the model’s confidence in predicting the frame as

BJP (pro-BJP features), while red overlays show regions that decreased it (anti-BJP features). The model’s

explanations are based on comparisons to a completely blank baseline image.

Figure 5: Integrated Gradients Analysis with Confidence levels

Across all panels, the classifier relies most on three families of cues: (i) explicit party

branding (lotus, Modi’s portrait, saffron-orange bands), (ii) stereotyped layout grammar

(wide lower-third banners with dense text and icons, leader on the right, symbol near lower

corners), and (iii) “development” visuals (roads, skylines, infrastructure, schools). Where
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these cues are clean and placed in the expected locations, IG shows strong positive attribution

(green) and confidence is very high. Confidence falls when ads depart from that grammar.

The contrast between the middle-right panel (64.8% confidence) and the bottom-right

panel (11.4% confidence) is especially revealing. Although both ads share the same basic

design, Modi’s portrait on the right, a lotus symbol and slogan banner at the bottom, the

model treats them very differently. IG shows that in both frames Modi’s portrait is overlaid

in red, indicating it reduces BJP confidence, while the bottom banner consistently provides

the strongest pro-BJP signal. The higher-confidence example highlights the banner and

top-left text in green, conforming to the model’s learned BJP layout, whereas in the lower-

confidence example much of the text and portrait are marked red, weakening the partisan

signal.

The classifier does not appear to equate the presence of Modi’s portrait with a definitive

BJP cue. Instead, the model has internalized a broader visual grammar characteristic of

BJP advertising, in which partisan identification is driven primarily by bottom banners,

lotus symbols, and bold text blocks. This result suggests that BJP’s the routinization of

partisan symbols and layouts into a standardized visual grammar that can be scaled and

adapted at low cost is an important part of their digital strategy.

These results matter because they validate and extend the manual coding from the pre-

vious section. While earlier analysis showed BJP’s reliance on symbolic branding and devel-

opment motifs, the IG results demonstrate that the model has internalized a broader “visual

grammar” of BJP ads, with bottom banners, lotus symbols, and bold text as the strongest

cues. Crucially, Modi’s portrait alone does not function as a reliable partisan marker, un-

derscoring that it is the structured composition of these elements, rather than any single

feature, that defines BJP’s distinctive advertising style.
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7.2.3 Sentiment of image ads

To assess the emotional tone of political advertisements, I employed two complementary

lexicon-based approaches. The NRC sentiment lexicon provides a broad mapping of words

to basic emotions and evaluative categories such as joy, anger, sadness, or trust. While this

lexicon captures the emotional palette of language, it is not tailored to political texts and

can at times misclassify policy-oriented terms. To address this limitation, I also applied the

Lexicoder Sentiment Dictionary (Young and Soroka 2012) which was developed specifically

for the analysis of political communication. The LSD offers a binary classification of posi-

tive versus negative sentiment and includes extensive preprocessing rules for negations and

contractions, thereby aligning more closely with the kinds of language used in political dis-

course. Using both dictionaries provides a robustness check: NRC highlights variation across

discrete emotions, while LSD benchmarks the overall valence of political communication in

a way validated for this domain.

The results are shown in Figure 6. Panel A, based on the NRC lexicon, indicates that

BJP advertisements rely more heavily on positive emotions, especially joy and anticipa-

tion, and also draw on fear to some degree. Non-BJP advertisements, by contrast, exhibit

higher proportions of sadness, anger, and disgust, alongside somewhat greater use of trust-

related language. Panel B, based on the LSD, confirms this divergence in more systematic

terms. Both BJP and non-BJP campaigns use predominantly positive language, but BJP’s

messaging is markedly more positive (approximately 87 percent of sentiment words) and

correspondingly less negative (13 percent), while non-BJP campaigns are less positive (78

percent) and more negative (22 percent). Together, these patterns suggest that BJP em-

phasizes optimistic and mobilizing tones, while non-BJP parties rely more on critical and

grievance-oriented rhetoric.

These findings are consistent with established campaign strategy research. Challengers

frequently use negative campaigning to overcome the inherent advantages of incumbents,

who tend to focus on positive achievements. This aligns with the Indian case, where the
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(A) Using NRC Lexicon (B) Using LSD

Figure 6: Sentiment Distribution by Party Type

incumbent BJP uses positive messaging while its rivals employ more negative appeals. This

negativity can be a strategic device. Negative ads can be more memorable, contain more

substantive policy information, and successfully mobilize dissatisfied voters (Kahn and Ken-

ney 1999; Valentino, Hutchings, and Williams 2004). The most striking finding is that BJP

campaigns overwhelmingly center on Modi and party identifiers such as BJP and the lotus, re-

flecting a strategy of leader-centric personalization and partisan branding, whereas non-BJP

campaigns foreground institutional references like Congress alongside issue-oriented terms

such as justice, women, and voice, suggesting a more programmatic and oppositional style

of communication that contrasts sharply with the BJP’s emphasis on charismatic leadership

(see Appendix G for list of most used campaign words).

One way to interpret these patterns is through the dual lens of incumbency and right-

wing communication strategy. On the one hand, the BJP’s reliance on overwhelmingly

positive sentiment and its avoidance of overtly negative messaging is consistent with classic

findings that incumbents emphasize achievements and optimism when they are in power,

while challengers resort to negativity to unsettle the status quo. On the other hand, the

combination of optimism with symbolic cues and personalization reflects a broader right-

wing communication style that emphasizes identity, belonging, and destiny, rather than
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programmatic achievements alone. In this sense, the BJP exemplifies what Maly (2019)

describes as the “metapolitical” strategy of the New Right: reframing political discourse

through emotionally charged but affirmative messages centered on leadership, party symbols,

and national destiny. Thus, while opposition parties draw on negative tones to highlight

grievances and demand accountability, the BJP uses the advantages of incumbency to project

a confident, emotionally mobilizing vision that both consolidates its base and normalizes

right-wing ideological frames.

7.3 What targeting strategies are used by the BJP?

Comparing the BJP with the leader of the opposition INC (Table 5), we notice that zip-

code level geographical targeting appears is the dominant version of targeting done by BJP.

On social media, geographic targeting represents a central feature of microtargeting, distin-

guishing it from traditional campaign strategies. From an advertiser’s perspective, location

targeting can be done in several ways on Facebook, including country (eg. India), region

(eg. Punjab region), state (eg. Odisha), city (eg. Bhubaneshwar), district (eg. Rayagadha),

zip code/ pin code (eg. Ambodala 765021).

For the BJP, geographic targeting makes sense from a practical standpoint, since the

party has access to past election records at the polling booth level and can draw on local

officials to support such efforts. By contrast, since the INC spends considerably less on digital

advertising overall, one possibility is that it prefers to allocate its more limited resources

to broader categories such as age or gender, aiming for reach rather than precision. The

evidence does not allow us to determine whether this reflects constraints or strategic choice,

but the pattern suggests that both capacity and campaign priorities shape the granularity

of targeting strategies across parties.

Taking a closer look at geographical targeting, Panel A and B in Figure 7 show parlia-

mentary constituencies and pin codes/zip codes in India shaded by count of targeting by

the BJP during the 2024 Indian general elections campaign, respectively. In Panel A we can
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Table 5: Targeting Criteria used by BJP and INC between April – June 2024

Targeting Criteria BJP (% of posts) INC (% of posts)
Zip-code level targeting 78% 9%
Location-based exclusion 1.2% 19%
Gender 2% 22%
Age 19% 42%
Interests 0% 15%

Note: Based on BJP N = 40,247 & INC N = 1,847. Targeting criteria used by
the national level pages of the current ruling party in 2020-2024.

see some spatial clustering, especially in the Western parts of the country. These patterns

become much more evident as we zoom into the pin code level in Panel B. We can see some

clear spatial clustering here, especially in the North-West and Western parts of the coun-

try. These regions are BJP’s stronghold and have played a key role in their rise to national

prominence since the 1980s.

(A)
(B)

Figure 7: Parliamentary Constituencies and Pincodes shaded by Quartiles of FB Targeting
Count by BJP (April – July 2024)

An examination of co-targeting patterns between states in the six months before the

2024 election (see Appendix H) reveals three strategies. First, reinforcing strategies, which

refers to concentrating resources on states where the BJP already has high support, aiming
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to secure turnout and prevent slippage. Second, building regional linkages, which involves

coordinated targeting of neighboring or culturally connected states with stronghold states,

suggesting an effort to leverage shared cultural identities, linguistic ties, or regional issues

to expand BJP’s campaigning. Third, independent targeting in pair of states in isolation,

pointing to a localized, issue-specific approach.

These strategies align with campaign research showing that reinforcing strongholds is a

classic and effective mobilization tactic, as it ensures core supporters turn out on election

day, often more cost-effective than attempting to convert undecided voters (Druckman 2001;

Finkel 1993; Green and Gerber 2019; Hersh 2015; Hillygus and Jackman 2003; Jacobson 2015;

Kalla and Broockman 2018). By contrast, the regional linkage and independent targeting

strategies represent persuasion-oriented efforts designed to extend the party’s reach into new

constituencies. This approach resonates with findings in the literature on right-wing populist

communication. Such movements cultivate a durable bond with their base by constructing

an “in-group” identity, often defined in opposition to perceived external or internal threats

(Jaffrelot 2024; Mudde 2004). Yet, electoral success requires more than mobilization of the

base. Populist parties supplement it by adapting their broad anti-elite message to local

contexts, reframing it around regionally specific issues or grievances (Bos, Van der Brug,

and De Vreese 2011). If the BJP employs this strategy, we should expect to see variation

in the content of its advertisements across different settings. The next section explores this

possibility by comparing rural and urban targeting, building on the previous section’s finding

that rural symbols appeared more prominently in BJP ads than in those of other parties.

7.4 Is there urban vs. rural visual differentiation in targeted ads

by BJP?

To examine whether BJP advertisements are visually adapted to different local contexts, I fo-

cus on urban versus rural targeting. Each advertisement’s geographic target was drawn from

Facebook metadata and then classified as predominantly urban or rural using the Global Hu-
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man Settlement Layer’s Degree of Urbanization (GHS-SMOD 2023) (Schiavina, Melchiorri,

and Pesaresi 2023). The analysis is restricted to video ads, which constitute the bulk of the

dataset. To analyze their content, I use CLIP (Contrastive Language–Image Pretraining), a

vision–language model trained on millions of image–text pairs that is well-suited for extract-

ing semantically meaningful features from visual and textual inputs (Radford et al. 2021).

CLIP enables me to capture the thematic and symbolic content of ads without training a

bespoke model from scratch, providing a scalable way to compare video frames and accompa-

nying audio across urban and rural constituencies. I combined this with transcriptions from

the audio using OpenAI’s Whisper model (see Appendix I for details on data preparation

steps).

Using both the CLIP visual embeddings and the Whisper transcriptions, I trained a

multi-modal deep learning model to predict whether an ad was targeted to an urban or

rural audience. After preprocessing and deduplication, the dataset contained 385,352 frames

(272,062 frames targeted at rural zipcodes and 113,290 frames targeted at urban zipcodes),

with a class imbalance ratio of about 2:1. The data was split into a training set (229,970

frames, 297 unique ads), a validation set (89,223 samples, 99 unique ads), and a test set

(66,159 frames, 100 unique ads), with no overlap in ads across splits.

The final model achieved an overall accuracy of 75.55% on the test set. Performance

varied by class: it achieved 83.4% accuracy on rural samples, but only 46.7% on urban ones.

This asymmetry likely reflects both the class imbalance favoring rural ads and the greater

visual and thematic diversity of urban-targeted advertisements, which makes them harder

for the model to classify consistently.

This analysis demonstrates that rural and urban targeting is not just reflected in ad

placement but can be inferred from ad content itself. The model’s stronger performance

on rural ads suggests more consistent visual and linguistic patterns in messaging to rural

audiences perhaps due to centralized party messaging or a narrower range of symbols and

themes. In contrast, the lower accuracy for urban ads may reflect the greater diversity
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Figure 8: Actual vs. Predicted Category Counts in the Test Set

and complexity of appeals in urban constituencies, where audiences are more heterogeneous.

These findings highlight the value of multi-modal machine learning approaches for uncovering

subtle forms of political microtargeting in visual media.

8 Discussion and Next Steps

The results of this study suggest that right-wing parties’ digital strategies are both distinctive

and internally varied, with image and video ads reflecting different forms of communication.

BJP’s advertising strategy is built around a small set of symbolic cues that are repeated

across a very large volume of ads, creating a consistent partisan and brand identity. At

the same time, the party varies its use of these cues across audiences, such as with greater

uniformity in rural constituencies and more visual diversity in urban ones.

These findings contribute to a broader understanding of why right-wing parties have been

particularly effective in digital spaces. Structural explanations often emphasize that digital

platforms reward divisive or emotive content. The evidence here suggests that BJP’s digi-

tal strategy combines standardized visual templates with targeted distribution. The party
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relies on a consistent symbolic grammar, like saffron coloring, the lotus symbol, and Modi’s

portrait, that makes its ads recognizable and coherent across campaigns. At the same time,

microtargeting ensures that these templates are delivered selectively across constituencies,

allowing a uniform brand to be strategically deployed in different electoral contexts. While

these dynamics are specific to the Indian case, the mechanisms identified here provide a

framework that can be tested in other contexts to assess whether similar patterns underpin

right-wing digital campaigning elsewhere.

The observational findings establish that BJP’s ads are visually distinctive, but they

cannot show whether distinctiveness is persuasive. The key question is whether symbolic

elements that make BJP ads look different from competitors actually change attitudes and

behaviors when voters encounter them.

To test this, I propose a survey experiment that employs a randomized factorial vignette

design in which participants view realistic ad images generated by systematically varying

visual features such as leader presence, saffron color scheme, the national flag, the party

symbol, and slogan focus. This design allows for clean estimation of the causal effects of

each visual element on vote intention, willingness to share, and perceived credibility.

The findings of this paper, together with the proposed experiment, suggest possible

mechanisms behind right-wing digital dominance. The evidence indicates that right-wing

parties may succeed online not only because of how platforms are structured but also because

they seem to turn ideological symbols into repeatable and targeted campaign tools. This

study shows how these strategies work in the Indian case and sets up a way to test their

effects on voters. While the results are specific to this context, they provide a starting point

for examining whether similar patterns shape the digital advantage of right-wing movements

elsewhere.
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9 Conclusion

This paper asked why right-wing parties hold a comparative advantage in digital campaign-

ing. Existing explanations often point to algorithms that amplify divisive content or to social

conditions that create demand for right-wing appeals. While important, these accounts do

not explain how parties turn these conditions into concrete campaign strategies. To explore

this, the paper examined the BJP, which dominates India’s digital advertising landscape,

and found evidence that its advantage may lie in the combination of standardized symbolic

branding and more intensive microtargeting. These patterns suggest that BJP ads are both

more distinctive and more precisely delivered than those of its competitors, although further

work is needed to test whether similar dynamics operate beyond this case.

The analysis used large-scale Facebook advertising data together using deep learning tech-

niques. This approach allowed me to identify systematic patterns in visual content that are

not accessible through text analysis alone. The study also linked these patterns to targeting

strategies, showing how symbolic design choices interacts with audience segmentation.

The findings highlight three main mechanisms. First, BJP campaigns operate at scale,

producing tens of thousands of ads at lower costs than competitors. Second, the repeated

templates carry consistent symbolic features. Ads prominently use saffron tones, religious

motifs, and the party’s lotus symbol, while the national flag is used less often. These fea-

tures form a stable visual grammar that distinguishes BJP ads from those of other parties.

Deep learning analyses showed that this symbolic grammar, more than leader images alone,

explains the distinctiveness of BJP’s ads. Third, the BJP combines repetition with adapta-

tion. Ads are targeted down to the pin-code level, and their content varies across audiences.

Rural ads are more uniform, while urban ads are more diverse. These results show that

BJP’s digital advantage rests on the combination of repetition and adaptation. The party

projects a recognizable symbolic brand while adjusting its appeals to specific audiences. The

findings suggest that right-wing digital dominance stems not only from structural features

of platforms but from a strategic capacity to transform ideological symbols into repeatable
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and adaptable campaign infrastructures. This helps explain why right-wing parties often

dominate digital campaigning: they turn ideological symbols into scalable, repeatable, and

targetable assets.

This study also makes a methodological contribution. It demonstrates how deep learning

models, generative AI and explainable AI can be used to study political communication

at scale. These tools make it possible to move beyond text and capture the symbolic and

affective dimensions of campaigns. By integrating large-scale observational data with a

planned survey experiment, the project shows how inductive methodologies can be linked

with causal discovery.
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APPENDIX

A CNN Architecture for Political Advertisement Clas-

sification: Images

Figure A.1: Appendix Figure 1: CNN Architecture for Image Classification

The CNN architecture employed for predicting party labels from image ads follows a

hierarchical feature extraction approach designed to classify political party advertisements

across six Indian political parties (BJP, Congress, AITC, TDP, SP, and DMK). The network

processes RGB input images normalized and resized to 128×128 pixels.

The architecture comprises three convolutional blocks that implement a systematic fea-

ture learning hierarchy. The first convolutional block applies two sequential 3×3 convolutions

to extract low-level visual features such as edges, textures, and basic geometric patterns from

the input images. This block increases the feature representation from the original 3 input

channels to 32 feature maps, followed by batch normalization and ReLU activation functions

to stabilize training dynamics and introduce non-linearity. Spatial dimensionality is reduced

through 2×2 max pooling operations that downsample the feature maps from 128×128 to

64×64 pixels, while 25% dropout regularization prevents overfitting by randomly zeroing

selected features during training.

The second and third convolutional blocks follow an identical architectural pattern but

progressively double the number of feature channels from 32 to 64 and subsequently to 128,

enabling the network to learn increasingly complex and abstract visual representations. Each

block applies max pooling to further reduce spatial dimensions to 32×32 and finally 16×16

pixels, respectively. This progressive dimensionality reduction coupled with increased feature
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depth allows the network to capture mid-level features such as color patterns, shapes, and

party-specific visual elements in the second block, while the third block learns high-level

semantic features that distinguish between different political party visual identities.

The convolutional feature extraction stage concludes with a flattening operation that

transforms the three-dimensional feature tensor (128×16×16) into a one-dimensional vector

of 32,768 features. This representation is subsequently processed through two fully connected

layers that perform the final classification task. The first fully connected layer compresses

the high-dimensional feature space from 32,768 to 512 neurons, incorporating batch normal-

ization, ReLU activation, and 50% dropout regularization to maintain training stability and

prevent overfitting. The final fully connected layer maps these 512 compressed features to

the six output classes, producing probability distributions across all political parties through

a softmax activation function, with the highest probability indicating the predicted party

affiliation of the input advertisement image.

B CNN Results: Images

B.1 Party-wise precision, recall and f-1 score

Table B.1: CNN Performance Metrics by Party (Image Classification)

Party Precision Recall F1-Score Support
BJP 1.00 0.91 0.95 45
CONGRESS 0.95 0.98 0.97 61
AITC 1.00 1.00 1.00 2
TDP 0.50 0.40 0.44 5
SP 1.00 1.00 1.00 3
DMK 0.85 0.96 0.90 23
Accuracy 0.94 0.94 0.94 139
Macro avg 0.88 0.88 0.88 139
Weighted avg 0.94 0.94 0.93 139
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B.2 Training History

Figure B.1: Training History for Image Classification CNN

52



B.3 Randomly sampled BJP images from the test set with pre-

dicted probabilities

Figure B.2: BJP Test Images with Predicted Probabilities
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C Video Preprocessing Pipeline

Several preprocessing steps were implemented on the political advertisement videos before

analysis. First, to address the risk of data leakage, where identical ads may appear in both

the training and validation sets, I deduplicated the videos by analyzing both visual and

audio elements of each video. Once the duplicates were identified, the system created a

new collection of unique videos, ensuring that each video in the dataset represented distinct

content. This step was critical in eliminating redundancy and preventing data leakage during

model training.

After this, I extracted frames from videos at regular one-second intervals. The problem

with video frames is that it often contains transitional frames where the frame is shaky,

all black or incoherent. Using all of these frames increases the noise to signal ratio. To

overcome this, filtration mechanisms were essential to ensure the frames used for analysis

were stable and free from transitional artifacts. Each set of resulting frames from a video

underwent a quality filtration process, where brightness, contrast, and sharpness were eval-

uated. Specifically, brightness was checked for a minimum mean pixel value of 30, contrast

was assessed with a standard deviation threshold of 20, and sharpness was measured using

Laplacian variance, with a threshold set to 50 to discard frames with insufficient sharpness.

Additionally, artifacts such as horizontal streaking, split-frame transitions, and black regions

were detected and removed. Horizontal streaking was identified using Sobel operator ratios,

which detect edge gradients in the horizontal direction. Split-frame transitions were flagged

by comparing the brightness of the two halves of the frame, and black regions were detected

if a frame contained more than 30% black pixels. Manual inspection revealed that this pro-

cess improved noise, but some noise remained. For audio analysis, I used OpenAI’s Whisper

model which excels at multi-language speech recognition. I used it to extract audio, detect

the language and content, and translate to English.

A critical methodological consideration in video frame analysis involves preventing data

leakage that could artificially inflate model performance. Unlike static image datasets where
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individual images are independent, video frames exhibit high temporal correlation and visual

similarity within the same advertisement. To address this challenge, the dataset splitting

was implemented at the video level rather than the frame level.

Specifically, the train-validation-test split was performed by assigning entire video adver-

tisements exclusively to one partition before frame extraction. This ensures that all frames

extracted from a single political advertisement remain within the same data split, prevent-

ing the model from encountering visually similar frames during training that would later

appear in validation or test sets. The video-level splitting process involved stratified sam-

pling based on party labels to maintain balanced representation across splits while preserving

the independence requirement for robust evaluation.

D CNN Architecture for Political Advertisement Clas-

sification: Videos

Figure D.1: CNN Architecture for Video Frame Classification

The CNN model processes RGB input frames normalized and resized to 112×112 pixels,

a more compact resolution than the 128×128 pixels used for static images. The feature

extraction component employs only two convolutional layers, representing a significantly

streamlined approach compared to the three-block architecture used for image classification.

The first convolutional layer applies sixteen 5×5 kernels to the three input channels, gen-

erating 16 feature maps that capture low-level visual patterns such as edges, textures, and

color gradients. The adoption of 5×5 kernels, rather than the 3×3 kernels used in the image

CNN, enables broader spatial context capture in each convolution operation, which proves

particularly beneficial for detecting larger visual elements like party logos, text layouts, and
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color schemes that may span multiple pixels in lower-resolution video frames.

Following the first convolution, a 4×4 max pooling operation aggressively reduces spa-

tial dimensions from 112×112 to 28×28 pixels, representing a 16-fold reduction in feature

map size. The second convolutional layer doubles the feature representation from 16 to

32 channels through another set of 5×5 convolutions, enabling learning of more complex

visual patterns specific to political party identification. These 32 feature maps capture mid-

level features such as political symbols, candidate imagery, and text patterns crucial for

accurate binary classification. A second 4×4 max pooling operation further reduces spatial

dimensions to 7×7 pixels, yielding a compact 32×7×7 feature representation totaling 1,568

features—significantly fewer than the 32,768 features produced by the image classification

architecture.

The classification component begins with flattening the three-dimensional tensor into a

1,568-dimensional vector. The first fully connected layer compresses this representation to

merely 64 neurons, incorporating ReLU activation and 30% dropout regularization. The

final layer maps these 64 features to two output classes, producing BJP versus non-BJP

probability distributions through softmax activation.

The video frame classification methodology employs a dual-level evaluation framework

that generates both frame-level predictions for individual video frames and video-level pre-

dictions through majority voting aggregation across all frames within each advertisement.

Frame-level accuracy measures the model’s ability to correctly classify individual frames

based solely on single-frame visual content, while video-level accuracy reflects performance

when leveraging accumulated evidence across multiple frames from the same political adver-

tisement, typically achieving higher accuracy due to the error-correcting effect of majority

voting where individual misclassified frames are outnumbered by correctly classified frames

within the same video sequence.
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E CNN Results: Videos

E.1 Confusion Matrix

Figure E.1: Confusion Matrix for Video Frame Classification

E.2 Training History

Figure E.2: Training History for Video Classification CNN

57



E.3 Randomly sampled frames from the test set with predicted

probabilities

Figure E.3: Sample Video Frames with Predicted Probabilities
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F Feature Prevalence between BJP and non-BJP ads

F.1 In Image Ads

Figure F.1: Feature Prevalence in Image Ads by Party Type
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F.2 In Video Ads

Figure F.2: Feature Prevalence in Video Ads by Party Type
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G Most used words in campaign images

Figure G.1: Most Frequently Used Words in Campaign Images
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H State-level Political Ad co-occurrence Network

Note: Node size represents targeting frequency, connection thickness between two nodes indicates

relationship strength, and node shading reflecting BJP’s 2019 vote share.

Figure H.1: State-level Political Ad Co-occurrence Network (Shaded by BJP Vote Share in

2019 general elections)

I Data Preparation to test if rural or urban can be

predicted using advertisements alone

I restrict the analysis to video ads only due to the limited number of unique image adver-

tisements available after deduplication. Several preprocessing steps were necessary before

analyzing the video advertisements. To address potential data leakage where identical ads

might appear in both training and validation sets I deduplicated the dataset by analyzing
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both visual and audio components of each video, resulting in a set of approximately 900

unique ads.

For audio, I used OpenAI’s Whisper model to extract transcriptions, detect language,

and generate English translations. I extracted one frame per second from the videos and

then used some filtration mechanisms (using mean contrast, brightness) to remove noisy

frames. Each cleaned video frame was then passed through the CLIP model (Contrastive

Language–Image Pre-training), a powerful vision-language network trained on millions of

image–text pairs (Radford et al. 2021). Given the relatively small number of unique political

advertisements after deduplication, CLIP’s use of pre-trained image encoders enables us to

extract semantically rich features without requiring a large training dataset. I extracted

512-dimensional embedding vectors per frame using CLIP’s image encoder, producing high-

dimensional numerical representations of visual content suitable for downstream classification

tasks. These embedding features, combined with the transcribed audio text, form a multi-

modal dataset at the frame-geography level.
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J Assigning land categories to targeted constituencies

(A)

(B)

Note: Each grid corresponds to 1 sq km spatial resolution. Red pixels correspond to Urban, green

correspond to rural, and orange correspond to peri-urban. Colors pixels on Panel B represent the

boundaries of a pincode.

Figure J.1: Land categories in (A) a 40 km radius around Ganjam in Odisha and (B) pincode

560066 in Bangalore
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K Multi-modal Model Architecture for Rural vs Ur-

ban Prediction

Figure K.1: Multi-modal Model Architecture for Rural vs Urban Prediction

65



L Multi-modal Model Results

L.1 Confusion Matrix (Test Set)

Figure L.1: Confusion Matrix for Rural vs Urban Classification (Test Set)

L.2 Probability Distribution by Actual Class (Test Set)

Figure L.2: Probability Distribution by Actual Class (Test Set)
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